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ABSTRACT

This work reports on progress made towards building an equi-
table model to predict the success of an applicant to Georgia
Tech’s Online Master’s in Analytics program. As a first step,
we have collected and processed data on 9,044 applications
and have trained a predictive model with a ROC-AUC score of
0.81, which predicts whether an applicant would be admitted
to the program. Our next steps will include using applicant
data to model the successful completion of the Analytics pro-
gram’s three core courses, graduation, and finally job place-
ment. In addition, we plan to expand our feature processing
and incorporate techniques to ensure that our models do not
discriminate based on demographic factors. In the long run,
we hope that the results of this study can be used to improve
the course contents, selection of offered courses, and prerequi-
site training, and even give guidance toward the selection of
the applicants.
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INTRODUCTION

Georgia Institute of Technology’s (Georgia Tech) online Mas-
ter’s in analytics (OMSA) has seen an exponential increase in
applicants since the program’s inception in the Fall of 2017,
with 9,044 applicants to date. The workload for faculty and
staff to process these applications is immense, and the Georgia
Tech leadership has requested predictive models to help in
their decision process.

The criteria that application reviewers use in their admissions
decision is fundamentally different than a traditional master’s
level program. In a traditional program, the goal is to create a
ranked list of the best candidates and then make offers until
all positions are filled, but the goal of OMSA is to admit any
candidate who would likely succeed in the program. This is
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more difficult particularly because the applicant pool is much
more diverse than the on-campus pool and reviewers may not
have personal experience instructing similar students. Time
commitment expectations are different as many online students
will take only a single course each semester. Additionally,
application reviewers most likely will not have a personal
relationship with the applicant, and therefore considerations
of fit and research interest alignment with the instructors are
less important.

Due to the above factors, using past results to predict the suc-
cess of new applicants will be of value to the OMSA program.
Through machine learning and statistical analysis, this study
aims to predict student success in the OMSA program and
identify the parameters with the most significant impact on
program completion. Hence, the outcome of this research can
be used to enhance program design. In the following section,
we review relevant literature on the role of application mate-
rials and admission criteria in predicting program admission
and student success in higher education.

RELATED WORK

A substantial body of research has investigated the predictive
validity of some of the selective application materials that
are required for graduate school admissions across different
disciplines. These materials include objective variables such
as standardized test scores and undergraduate GPA as well
as subjective materials that reflect individuals’ unique work
experience or personality traits (e.g., personal essays, letters
of recommendation). Among various types of application
materials, the Graduate Record Examination (GRE) scores
have been extensively used as one of the main criteria to make
admission decisions for the graduate-level programs.

Previous research has revealed mixed results in terms of the
predictive power of the GRE scores on graduate course per-
formance. House et al. [3] assessed the significance of GRE
quantitative, verbal, and analytical section scores in students’
performance in graduate psychology courses. The results had
a large variation across courses and the scores of each section
of the GRE test. In general, the scores related to the analytical
section of GRE showed the lowest predictive impact. The
results also indicated that the overall GRE score is weakly
predictive of student’s grades in the considered graduate-level
courses. Similarly, Miller[8] monitored how the GRE scores
can predict the long-term research performance of the Ph.D.
students admitted to the Physics program. The study found
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that compared to the GRE scores, the undergraduate GPA has
a stronger correlation with the students’ graduate GPA.

On the other hand, Kuncel et al. [7] suggested that scores of the
verbal and quantitative sections of the GRE exam can serve as
good predictors of the first-year graduate GPA. Their findings
also supported the predictive validity of GRE scores for both
Master’s and Ph.D. degree levels to estimate the faculty ratings
of the students’ performance. For this study, the authors used
a comprehensive data set which consisted of a pool of around
10,000 databases assembled from a couple of previous meta-
analysis studies. However, these findings need to be viewed
with caution because the patterns might differ by discipline
and the required skills and background in order to succeed
could significantly vary between different programs.

In addition to the GRE, the Graduate Management Admissions
Test (GMAT) is another important application material that is
required by most of the MBA programs. Koys[5] investigated
the level of significance of GMAT score and the undergradu-
ate GPA to predict the academic performance of 75 non-US
students who enrolled in three US business schools located in
Bahrain, Czech Republic, and Hong Kong. The GMAT was
found to have a stronger correlation with the MBA GPA than
the undergrad GPA. The prediction results showed that the
GMAT score was able to estimate around 41% of the variance
in the student’s MBA grades, affirming GMAT as a strong
success predictor in the MBA programs.

Likewise, Kuncel et al.[6] conducted an analysis of a sample
of 402 students in graduate business schools. They found that
the combination of the GMAT scores and undergraduate GPA
could predict students’ first-year grades as well as their over-
all graduate GPA. Further analysis indicated that the GMAT
scores were found to be a superior predictor than the under-
graduate GPA. However, one of the main limitations of this
work is that the dataset was assembled from various institu-
tions and time periods. Therefore, further research is needed
to take into account factors related to individual programs
offered at different time points.

Some researchers have compared objective and subjective
application materials. Halberstam and Redstone [2] tested
whether any of the admission materials could predict the suc-
cess of students attending a graduate-level speech-language
pathology program. They collected data for a sample of 25
admission files and selected a set of objective variables and
subjective materials. The objective variables consist of the
applicants’ age, native language, undergraduate major, overall
GPA, and GPA for speech prerequisite courses. The subjective
materials include personal essays, reference letters, and work
experience. Although both GPAs displayed a strong corre-
lation with the students’ success measured as their graduate
GPA, the GPA corresponding to speech prerequisite courses
showed a higher level of impact on the learning outcome com-
pared to the overall GPA. Among the subjective variables,
only the rating related to the personal essay was found to be
an important predictive of the graduate GPA.

Despite the relatively strong predictive power of objective and
standardized test scores in measuring student success, prior
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research has suggested that it can be problematic to rely on
single test scores in the admission process in higher education
due to ethical concerns. For example, Nankervis [9] raised
an issue of gender inequity in using SAT admission cutoff
scores as part of the admission policy among state-supported
four-year institutions. Given that there is an already existing
performance gap in the SAT quantitative section between male
and female high school students (i.e., differential validity), the
author pointed out that employing cutoff scores would lead
to a double standard, which could consequently increase the
level of gender inequity.

Similar concern has been raised in the usage of the GRE scores.
For example, Ji [4] collected data from 170 graduate students
admitted at a private university and found a large discrepancy
in the GRE scores among different ethnic groups including
Asian, Hispanic, African American, and Euro-American. Also,
Bleske-Rechek and Browne [1] performed time-variant analy-
sis on those students who participated in the GRE test between
1982 to 2007. According to their results, men showed higher
scores in both verbal and quantitative sections with a constant
gap over time. Besides, a noticeable time-dependent score
gap in the quantitative reasoning section was observed be-
tween different ethnicities. However,the authors suggested
that, based on the increased distribution of diversity, GRE has
not impeded in providing equal admission opportunities for
various groups of applicants.

Overall, the existing literature has heavily focused on a few
selective application materials, especially standardized test
scores and GPA scores. However, this can be problematic
given that application materials typically provide a wide va-
riety of information about candidates. Therefore, for this
project, we aimed to take a holistic approach by using ma-
chine learning techniques to build a robust model predicting
the success of applicants to the OMSA program at Georiga
Tech. We ask four research questions. (1) Can we predict
whether an applicant will be admitted? (2) What application
features predict admission? (3) Can we predict whether an
applicant will complete the three core courses, graduate, and
land a job in analytics? (4) Are our models demographically
biased and can we correct them to avoid bias?

METHOD

Machine learning approaches including the classifier algo-
rithms are implemented to build the models which predict
whether an applicant would be admitted to the program. In
the proposed models, the applicant’s admission status for the
OMSA program is considered as the model output variable
(Y), and the model input variables (X) include the candidate’s
application data.

DATA COLLECTION AND PROCESSING

The available application data for the OMSA program at Geor-
gia Tech consists of information for 9,044 applicants including
6,536 male candidates and 2,508 female individuals. Among
the entire pool of applicants, 64% were admitted to the pro-
gram and the remaining 36% were not accepted. The admitted

group is formed of 71% male and 29% female applicants
(Table 1).
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Table 1. Distribution of Gender and First Time Graduate Student Status
First Time Grad Student

Female Male Yes No
Admuitted 29% 71% 56% 44%
Not admitted 26% 74% 64% 36%
Grand Total 28% 72% 59% 41%

The required data to construct the matrix of the input vari-
ables include applicants’ personal information such as gender
and race, academic history (e.g., degrees earned), test scores
(e.g., TOEFL, GRE), and supplemental information such as
their background in computer programming. For construct-
ing the output variable, the applicants’ admission status is
binary coded for whether an individual applicant was admitted
to the OMSA program or not. The goal of data processing
is to quantify the information presented in each candidate’s
application.

Numerical or categorical features are sufficient as-is, but more
qualitative features such as the prestige of an undergraduate
university or the tone of a recommendation letter, require pre-
processing. For this analysis, natural language processing is
employed in this study to quantify each applicant’s statement
of purpose and letters of recommendation. Natural language
parameters are measured using the python package TextBlob’s
polarity and subjectivity, textstat’s Flesch-Kinkaid Grade and
Flesch Reading Ease, along with the number of words in the
text, number of unique words, and the type token ratio. This
allows the measurement of the tone and complexity of each
text within an applicant’s docket.

Currently, all other data is processed as the following: nu-
merical data is scaled, and categorical data is split into k-1
indicator variables (where k is the number of categories). The
processed data include 154 variables, with each falling into
the broad classifications of demographics, previous education,
self-description, letters of recommendation, and employment
history.

STATISTICAL MODELS

As an initial step of the project, modeling was performed using
python’s scikit-learn library. The fitting was handled using
a pipeline while the missing data was imputed using Sim-
pleImputer and scaling was conducted by RobustScaler. In
addition, a 3-fold cross-validation technique was implemented.
Machine-learning algorithms including the Logistic Regres-
sion, Random Forest, Gradient Boosting, and ADABoost Clas-
sification were applied to establish the predictive models using
a suite of hyper-parameters. Eventually, 1,110 models were
trained based on five runs for each set of hyper-parameter and
classification algorithm pairs.

The Area Under the Receiver Operating Characteristic Curve
(ROC-AUC) is computed from prediction scores as a perfor-
mance measure of the statistical models. This value is found
using the area under the ROC probability curve of the true
positive rate against the false positive rate. In a classification
problem, a higher ROC-AUC score implicates that the cor-
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Figure 1. ROC-AUC scores for the top 10 scoring model and hyperpa-
rameter pairs. Note that models with different hyperparameter sets ap-
pear multiple times.

responding model performs better in distinguishing different
classes of the output. Hence, a score equal to 1 indicate a
perfect classifier while a score near to 0 means the model has
a weak measure of separability.

RESULTS

The results for the top 10 models and hyperparameter pairs are
shown in Figure 1. All of the three models (Gradient Boost,
ADABoost, and Random Forest) were found to perform better
than logistics regression. Although, the tree-based algorithms
performed well in predicting the admission status of the appli-
cants, the gradient boost classifier using 1,000 estimators with
a learning rate of 0.1 and an exponential loss function was
found to have the highest average ROC-AUC score of 0.81
and standard deviation of 0.01.

Using the top performing classifier (Gradient Boosting), the
relative importance of each feature was investigated, and the
first 15 significant features are presented in Figure 2. Accord-
ing to this level of importance, the applicants’ GPA played the
most important role for being admitted to the program while
the duration that the applicant spent in a college ranked the
second. Besides, fulfilling a bachelor’s degree, and having
strong reference letters were detected as the next parameters
with significant influence on predicting whether an applicant
will be admitted to the OMSA program.

Contrary to the logistic regression model, the tree-based al-
gorithms such as the Gradient Boosting do not construct co-
efficients for the final model. This type of model typically
represents the entire data at the top (the root of the tree) by
a single node that assigns a particular criterion for splitting
the values of one of the input parameters in the model. Then,
in an iterative process, additional nodes and leaves are added
to the tree by testing different criteria for the remaining input
parameters. Eventually, the features that are placed at the top
of the tree (i.e., the applicant’s college GPA) as the starting
nodes are considered as the parameters with the most signifi-
cant influence on forming the final decision model. With this
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Figure 2. Feature importance in the top scoring model fit.

said, feature importance ranking provided in Figure 2 impli-
cates the relative importance of the input parameters. However,
correlation analysis is planned to be performed in the future
phase of the project.

CONCLUSION AND FUTURE WORK

In this paper, we reported on the progress that we have made
on building a robust model that can predict the admission sta-
tus of applicants to the online Master’s program at Georgia
Tech. First, we were successfully able to process a massive
amount of data from more than 9,000 candidates and reduce
the dimensional complexity of the raw data. Through data
processing, we identified 154 key variables to construct the
matrix of the input variables for predictive modeling. We were
also able to train the model and test model performance with
reasonably high accuracy by using various machine learning
algorithms. These results from our preliminary analyses sug-
gest that data from graduate program applicants, including our
OMSA applicant dataset, can provide a rich and promising
basis so for applying machine learning techniques.

In the next steps of the project, we plan to expand the scope
of our dataset and feature processing in several ways. Beyond
whether an applicant was admitted to the OMSA program, we
will use applicants’ data to model the successful completion
of the Analytics program. To do that, we will initially build
models to predict students’ grades in three core courses of the
program. Then, based on those models’ performance, we will
construct models for predicting whether students drop out of
the program, graduate on time, and land a job in analytics. Ad-
ditionally, we plan to incorporate techniques such as Shapley
Additive Explanation to ensure that our models do not dis-
criminate based on demographic factors. Ultimately, we hope
that our research will offer useful guidance for the OMSA
program’s admission process and help administrators make
informed decisions contributing to program improvement.
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